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A risk-based approach to regulation
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So the key element of the AI Act is the focus on high-risk cases. This allows to limit the administrative burden for companies to those applications where it is necessary.

But that doesn’t mean that the high-risk AI is somehow bad. It is risky, and therefore special care needs to be taken, but it is not AI we would to discourage.

The real dividing line is between the forbidden Ai and the rest. Forbidden AI is fundamentally unacceptable because of its function (subliminal manipulation, social scoring, exploitation of vulnerable groups). Special case face recognition.



High-risk Artificial Intelligence Systems 
(Title III, Annexes II and III)

SAFETY COMPONENTS OF REGULATED PRODUCTS

Certain applications in the following fields:

 Biometric identification and categorisation of 
natural persons

 Management and operation of critical 
infrastructure

 Education and vocational training

 Employment and workers management, 
access to self-employment

CERTAIN (STAND-ALONE) AI SYSTEMS IN THE FOLLOWING FIELDS
 Access to and enjoyment of essential private 

services and public services and benefits

 Law enforcement

 Migration, asylum and border control 
management

 Administration of justice and democratic 
processes

1

2

(e.g. medical devices, machinery) which are subject to third-party 
assessment under the relevant sectorial legislation
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ANNEX II�HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEMS
High-risk AI systems pursuant to Article 6(2):
a)	Biometric identification and categorisation of natural persons:
(i)	AI systems intended to be used for the ‘real-time’ and ‘post’ remote biometric identification of natural persons;
b)	Management and operation of essential critical infrastructure:
(i)	AI systems intended to be used as safety components in the management and operation of public infrastructures and networks regarding roads, the supply of water, gas and electricity.
c)	Education and vocational training:
(i)	AI systems intended to be used for the purpose of determining access or assigning natural persons to educational and vocational training institutions; 
(ii)	AI systems intended to be used for the purpose of assessing students in educational and vocational training institutions and for assessing participants in tests commonly required for admission to educational institutions.
d)	Employment and workers management:
(i)	AI systems intended to be used for recruitment of natural persons, notably for advertising vacancies, screening or filtering applications, evaluating candidates in the course of interviews or tests; 
(ii)	AI intended to be used for making decisions on promotion and termination of work-related contractual relationships, for task allocation and for monitoring and evaluating work performance and behaviour.
e)	Access to and enjoyment of essential private services and public services and benefits:
(i)	AI systems intended to be used by public authorities or on behalf of public authorities to evaluate the eligibility of natural persons for public assistance benefits and services, as well as to grant, reduce, revoke, or reclaim such benefits and services;
(ii)	AI systems intended to be used to evaluate the creditworthiness of natural persons or establish their credit score, with the exception of AI systems put into service  by small scale providers for their own use;
(iii)	AI systems intended to be used to dispatch or establish priority in the dispatching of emergency first response services, including by firefighters and medical aid.
f)	Law enforcement:
(i)	AI systems intended to be used by law enforcement authorities for making individual risk assessments in order to assess the risk of a natural person for offending or reoffending or the risk for potential victims of criminal offences;
(ii)	AI systems intended to be used by law enforcement authorities as polygraphs and similar tools or other AI systems detecting the emotional state of a natural person;
(iii)	AI systems intended to be used by law enforcement authorities to detect deep fakes as referred to in article 40(3);
(iv)	AI systems intended to be used by law enforcement authorities for evaluation of the reliability of evidence in the course of investigation or prosecution of criminal offences;
(v)	AI systems intended to be used by law enforcement authorities for predicting the (re-) occurrence of a (potential) criminal offence based on profiling as referred to in Article 3(4) of Directive (EU) 2016/680 or assessing personality traits and characteristics or past criminal behaviour of natural persons or groups;
(vi)	AI systems intended to be used by law enforcement authorities for profiling as referred to in Article 3(4) of Directive (EU) 2016/680 in the course of detection, investigation or prosecution of criminal offences;
(vii)	AI systems intended to be used for crime analytics, allowing law enforcement authorities to search complex related and unrelated large data sets available in different data sources or in different data formats in order to identify unknown patterns and discover hidden relationships in the data.
g)	Migration, asylum and border control management:
(i)	AI systems intended to be used by competent public authorities as polygraphs and similar tools or other AI systems detecting the emotional state of a natural person;
(ii)	AI systems intended to be used by competent public authorities to assess a risk (e.g., security, illegal immigration, health) posed by a natural person who intends to enter into the territory of a Member State or apply for visa or asylum; 
(iii)	AI systems intended to be used by competent public authorities for the verification of the authenticity of travel documents and supporting documentation to check their security features and detect fraudulent documents;
(iv)	AI systems intended to be used by competent public authorities for rating/scoring or reasoning of asylum, visa and residence applications and associated complaints with the objective to establish the eligibility of the natural person applying for a status;
(v)	AI systems intended to be used by competent public authorities or on their behalf for the assessment of personality traits or characteristics of a natural person, taken into account in an asylum or visa application decision. 
h)	Administration of justice and democratic processes:
(i)	AI systems intended to be used for assisting judicial decision-making, except for performing purely ancillary tasks.




Requirements for high-risk AI (Title III, 
chapter 2)

Use high-quality training, validation and testing data (relevant, representative etc.)

Establish documentation and design logging features (traceability & auditability) 

Ensure appropriate certain degree of transparency and provide users with information
(on how to use the system)

Ensure human oversight (measures built into the system and/or to be implemented by 
users) 

Ensure robustness, accuracy and cybersecurity

Establish and 
implement risk 
management 

processes
&

In light of the 
intended 

purpose of the 
AI system



Thank you
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